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Visual Augmentations of Spoken Language





“Emm let me take a 
look at the menu, 
what is Sukiyaki?”

Motivation 



“My family and I went 
to Disneyland last 

weekend!”

Motivation 



Visual Captions 



Formative 
Study (N=10)



Design Space



Design Space
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AI Proactivity



Design Space



VC1.5K Dataset

1595 sentence-visual pairs from 42 YouTube videos and the Daily Dialog datasets

246 MTurk workers



VC 1.5K



VC 1.5K



Model Prompt



86% Token 
Accuracy



Crowdsourced 
Evaluation 
846 Tasks





Visual Captions Interface
ARChat 
Chrome Plugin



AI Proactivity 
Auto Display



AI Proactivity 
On-demand Suggest



AI Proactivity: On-demandAI Proactivity 
Auto Suggest



Open 
Vocabulary



Multiple Visual 
Suggestions



Different Visual 
Content



Different Visual 
Types

“Welcome to Los Angeles!”



Different Visual 
Sources



User Studies 
N=26



Findings



When I would really want visuals is 
like people don’t know what I was 
talking about. For example when I just 
mentioned Santa Monica Pier, it’s 
great that I can easily explain what it 
is. 

P14

37



Back in the beginning when we were 
talking about the Avatar, there are like 
four or five different versions we 
might be discussing, the picture 
helped crystallize it instantly

P17
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It makes the conversation longer and 
more interactive.

P9
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Diverged AI 
Proactivity Levels



“Not having to click is huge for me.”  
– P7 [Auto-Display]

“I like when these things pop up, so I really know what it is like.”  
– P8 [Auto-Suggest]

“It’s less mental overload and distraction because I would only activate it 
when I want.” 

– P13  [On-Demand]

Diverged AI 
Proactivity Levels



Visual Captions for  
in-person conversations

Personalized Visual 
Suggestions

Integrating text-to-
image models

Future Work 
Augmented 
Communication



ARChat

github.com/google/archat

With ARChat, the CHI community can make communication more 
interactive, effective, and accessible with real world impact.
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I was doing a self-introduction in a 
group social event, and it really 
attracted people’s attention and 
increased the fun and engagement at 
the beginning

P17
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It helped understand unfamiliar 
words in English as a non-native 
speaker. E.g., Andromeda

P17
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I use automatic (auto-display) mode 
all the time, but change to on-
demand mode in important meetings 
because I don’t want to interrupt 
other speakers

P17
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VC pops up images for words that I 
don’t understand, like ‘groomhaven’, 
‘borg sphere’ in a social meetup

P17
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I feel like we were responding to the 
photos. When we were talking about 
a whale watching tour, it suggested 
an image of people on a very small 
boat. We got to further discuss what 
boat I was on in the tour and so on.

P13
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When I would really want visuals is 
like people don’t know what I was 
talking about. For example when I just 
mentioned Santa Monica Pier, it’s 
great that I can easily explain what it 
is.

P14
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The system is especially helpful when 
it shows me something I don’t know, 
like in this example it shows me a 
picture of Rodeo Drive. Whenever I’m 
confused I can just take a look at the 
right side and see intuitively what 
they are

P10
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Back in the beginning when we were 
talking about the Avatar, there are like 
four or five different versions we 
might be discussing, the picture 
helped crystallize it instantly

P17
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When chatting with recommended 
pictures, our interaction has 
increased. The conversation is 
getting longer with more content

P14
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It takes some time to identify which 
images are proper to share. It 
interrupts the conversation a little bit, 
but otherwise I feel OK

P7
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